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Abstract. This paper shows the performance results to apply the analysis wave-
let with the order statistics in the task of the suppression of impulsive noise in
color images. The proposed filtering scheme in defined as two filters in the
wavelet domain to conform the structure of a general filter that can be modified
in some headings, the first filter is based on redundancy of approaches, the sec-
ond one is the wavelet domain iterative center weighted median algorithm.
With the structure of the proposed filter different implementations for the esti-
mation of the noisy sample are alrcady carried out using different order statis-
tics algorithms that by their good performance can be beneficial in image proc-

essing applications. -

1 Introduction

Many different classes of filters have been proposed for removing noise from im-
ages [1, 2). They are classified into several categories depending on specific applica-
tions. The order statistics filters are designed to suppress noise of different nature,
they can remove impulsive noise and guarantee detail preservation [1, 2]. By other
hand, the filters based in the wavelet domain provide a better performance in terms of
noise suppression in comparison with different filters in the spice domain [3, 4].

In this paper we proposed a filter that works in the wavelet domain and to use dif-
ferent order statistics algorithms in its filtering scheme.

The proposed filter is conformed by two filters that carry out the impulsive noise
suppression in the wavelet domain. The first filter based on redundancy of ap-
proaches [5] smoothes the LF of the noisy image by means of double convolution
operation (first of decomposition and after reconstruction) between the wavelet coef-
ficients and the samples of the corrupted image, the second one is based wavelet
domain iterative center weighted median filter [6] that provides an analysis of the
histograms of the wavelet coefficients of several pairs of images (original and cor-
rupted) through different scales and carries out an improved estimation of the vari-
ance field of the noisy wavelet coefficients of the image and with aid of the estimator
of the minimum mean square error finally obtains the filtered wavelet coefficients of
the approaches and details of the image.
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The structure of the proposed filter is designed so that it can be modificd in the
sections of the first and second detection of the noisy sample in addition to the esti-
mation algorithm, all contained in the wavelet domain iterative center weighted me-
dian filter [6] to increase its robustness and to improve its performance in the task of
the impulsive noise suppression. We introduce in the proposed filter the algorithms of
the SD-ROM, Tri-state Median, Adaptive Center Weighed Median, Multi-stage Me-
- dian, FIR Median Hybrid, and MM-KNN Filters [7-11], and adapt them to work in
the wavelet domain into the two detection blocks proposed in this paper.

2 Wavelet Domain Order Statistics Filtering Scheme

The structure of the proposed filter is constituted by two filters, the filter based on
redundancy of approaches [5] and the wavelet domain iterative center weighted me-
dian (ICWMF) filter [6] as it is shown in the Fig. 1. For each color component of the
noisy image is necessary to apply all the steps contained by this structure. This tech-
nique apply up to 5 scaling levels for the details and only 1 scaling level for the ap-
proaches, it obeys to the differences that can be found between them and their impor-
tance at the moment of the image reconstruction. Other operations are indicated to
make clearer the wavelet analysis that it is carried out in this paper. We modify this
structure in the block of the ICWMF. For that reason. the expressions used by the
ICWMF to calculate the improved estimation of the variance field of the noisy wave-
let coefficients will be required to indicate when and where different proposed filter-
ing algorithms will take place into it to improve the performance of the proposed
filter.

The first stage of the ICWMF [6] that detects if a sample contains noise or not is:

N 6':‘(k) if 4,2
Oi(k)=[ o . i (n
med,, (G, (/) if 4<A4,

where &, is the variance field estimated previously, k is central sample in the filter

window, j is one of the N sample contained into the window, A, is the standard
deviation of the preliminary estimate of the signal coefTicients variances &2 (k) in

each scale and A, is the discriminating threshold defined as [6):

'1 -3
Ay = zz 22 @)

where § is the scale used in the wavelct analysisand 2™ is the weighting function.
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Fig. 1. Block diagram of the proposed filtering scheme of the Wavelet Domain Order Statistics Filter.

2.1 Wavelet Domain Signal Dependent Rank-Ordered Mean Filter

Consider a 3x3 filter window size with a central sample &2 (m)=3.,(k) where
’"=["W"z] is the location of the sample in the image, and a vector g(m) which con-

tains the neighbor pixels of &7, (m) into the window [1],
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@m) =[@(m), @, (m), @3 (m), @, (m). @ (m). 4 (m). 3 (m). 3, ()]

$1n)=123 1 ~Lm, ~ 132~ 53 =L 41 "
a:,(”lnmz_l)y a’;("’l’”’)*")’

33 (m +1,my =1).37,(m, +1,m, ), G, (m, +1,m, +1)]
The samples of the previous vector can be ordered to obtain the next vector [1]:
w(m) = [v, (m)v, (m}...,v, (m)] 4)

where v,(m)v,(m)...v,(m) are the rank ordered elements of ¢{m) that satisfy the

condition v(m<v,(ms..<v(m.
Then, the Rank Ordered Mean is defined as follows [1],

rom(m)= i (m); v (m) (5)
and the vector that contains the rank ordered differences rod(m) is [1}:
rod(m)=[rod,(m),rod, (m),rod, (m),rod, (m)) )

where 1 () {"'(’")"7;(”’) for &, (n)Sromdm) ang iy 4.

- 2 (m)=vy,(m) for G2.(n)>ronim)
Finally, the SD-ROM algorithm detects to 5:‘ (m) as a noisy sample if any of the
following conditions is true [1]:

rod,(m)>U, 0

where i=1,...4, U,U,U, y U, are threshold, Y <U, <U,<U,, and U, =8, U,=2Q
U;=4Q U,=501).

2.2  Wavelet Domain Tri-State Median Filter

The Tri-State Median (TSM) Filter joints the Median Filter to the Center Weighted
Median (CWM) Filter into a noise detector that decides if a sample is corrupted or
not. The TSM Filter algorithm is defined as [7):

gl U2d,
Orwe =940 d,sU<d, (8)
Orea U<d,
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where 8, ¥ Bygey are the values of CWM and median filters respectively, 3;, is

the value of the filtering center window, d, =l5; ‘eu.«/l' d, =|*:‘ =Gy, | With

d,<d,. U is a selected threshold depending on the image and the noise level, a rank
between 10 and 30 is defined [4] based on different simulations, in this case takes an

, intermediate value of U =20.

23 Wavelet Domain Adaptive Center Weighed Median Filter.

" ‘The Adaptive Center Weighed Median (ACWM) Filter uses an adaptive operator
which forms estimations based on the differences between the central sample of the
filter window and the values from the CWM Filter with variations of its central
weight. The ACWM Filter is defined as [8]:

Buemu ={€i’m 4> U,t ’ 9)

a,, otherwise
where d, =i9{.‘,m -2, are the differences between the Variable CWM Filter and the
central sample in the analysis window, @, =med]3?|,m05?} is the Variable
CWM Filter being m its weight and [6‘:‘1 are the samples contained in the filter
window, U, =s-MAD+} are the filter thresholds and s14p=med] [, ~8, } Is the

median absolute deviations from median, the parameter s gives necessary robustness
1o the filter and varies between 0 < s < 0.6. The optimal values for these parameters

are s =0.3 and &, =(8,,8,,8,,8,]=[40,25,10,5].

2.4 Wavelet Domain Median M-type K-Nearest Neighbor Filter

The algorithm of Median M-type KNN (MM-KNN) filter can be written as [9, 10]:
o (i, /) = mea{g®(i+ m, j + )} (10)
where gW)(i+m,j+n) it is a set of K_ samples with weight according to the used
function y(5;,) required to carry out a comparison with the estimation of the previ-
ous step &4, (i, j). The initial estimator is 61,0 (i) = 82 (i, j)+ &7.(ij) is the
central value of the filtering window, &), (i, j) is the estimation in the iteration g .

The parameter K reflects the local data activity and the impulse presence [10],

K. (i, /)= Ky + @S2 (1 /]S K s an
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where @ controls the detail detection, K, is the minimum number of nearest

neighbors to remove the noise, and K is the maximum number of neighbors used

for the detection of edges and fine details. The optimal values for these parameters
are a=2 and K_=5 and §(;,(i,)) is the impulsive detector defined as (9, 10]:

med[32 i jy-Gha+mj+nf}  ManfEi)
+0. 3
MADIG}, G, )} med G ik )

NAHE (12)

where AMAD, = med{(&; ), - M"I} is the median of absolute deviations from median,

M, =med{? ) }. (82,), is the sample of the window that goes from left to right and

of above to down. and M, is the median of samples in the filtering window.
We also usc the simple influence function in the MM-KNN filter [9).

N 2 4
Vouir(Fp) = - (13)
(e 0. |0’:‘|>I'

where 7 is a parameter between 0 to 256.

2.5 Wavelet Domain Multi-Stage Median Filter

The proposcd algorithms mentioned before were applied to the proposed filter as a
first detection block, but the following two algorithms were applied as a second de-
tection block due that these algorithms only constitute the part of estimation of the
noisy sample value (only if the sample was detected of this way) and the proposed
filter can continue operating in all its sections in the same way. For this reason it is
necessary to present the expression for the second detection block contained in the
proposed filter structure [6):

med (&, (/) if &5k <!

med., (G},(j) =1 _, g s s
vt Gl (k) +med (&} (j)- & (k) if &> (14)

The proposed filter uses the median algorithm represented as med(&j, (/) toes-

timate the value of the central sample in a filter window if the sample is detected as
noisy. and it is possible to use other estimation algorithms such as the Multi-Stage
Median and FIR Median Hybrid (Filters that retain more information of the image.

The Multi-Stage Median (MSM) filter is based on the obtaining of the median of
medians in such form [12, 11, 12]:

FMM = med{h~ med,v — med,d45 - med, d135 — med} (15)

where the parameters of filter are displayed in the Fig. 2.
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Fig. 2. Median Filters h-med, v-med, d45-med, d135-med.

2.6 Wavelet Domain FIR Median Hybrid Filter

There exist different types of these filters which offer the possibility of choosing the
number of sub-filters, its type. as well as the weights and the type of window. In this
case. a FIR Median Hybrid (FIRMH) filter is defined by means of use the filter win-
dows shown in the Fig. 3 and the following equations [2, 13]:

hYe) NE

(BN o o oNe® & o O)

{ BN J | BN oL & O e
0@ DeQ O eoeooo0
(BN J { I J ) ® O\@
(BN J o o ® & 6O

S SO SE

Fig. 3. Filter windows for the FIR Median Hybrid Filter.

F,=med{t, Y, ¥, Y,,52 | (16)

l m
F mel’{ Z RY1mel ’ Z Kimels? Z ; ZI Rimels® K‘mlml} ( 1 7)
Fl‘ =me Z B’ gy v &"mu Z £ el Z Rimels? a‘i‘mlml} ( 8)

Z Brmi’ Z Bmrs® gy Z Bumi’ Z 8‘»»1/’55‘»»1;:»1} (19)

mg

F= med{YNO’Y\O’YS‘HYNI-’ O s s, ml} (20)
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| R ] 1 & o 1 & . i
F, =med{— 0’2 _ 0'1 — 0'1 o 0'2 O'z
2 ’ ’ . )
m; K‘u’m‘ ZZ RVz—yels m A Kby m ZZ RV 2etals” T K melme) (2])

r=me, 1=m+

F; = med{Fl ’ F; i aﬁ‘mil.mﬂ } @2

where Zz is the measurement in pixels of a side of the used square window in the

analysis and m it is obtained from m = zz_ ! . Y are simply average filters. F, and

F, are median filters and F; is the result of FIR Median Hybrid Filter.

3  Simulation Results

We obtained from the simulation experiments the properties of the proposed filter
by means of use the following criteria: the crossed correlation index (CCI) to evaluate
the correlation between the original and filtered images. the peak signal noise relation
(PSNR) and the mean square error (MSE) to evaluate the noise suppression, the mean
absolute error (MAE) to evaluate the detail preservation, the mean chromaticity error
(MCRE) to evaluate the chromaticity retention, and the normalized color difference
(NCD) to quantify the perceptual error [1. 2. In the simulations results that we pre-
sent here, the image “Lena” was degraded with 20% of impulsive noise, the wavelet
used for the analysis was the dBS5. and with 3x3 filtering window.

The performance results obtained for the Wavelet Domain Order Statistics Filter

(section 2) is shown in the Table 1.

Table 1. Performance results for the proposed filter.

Scale ca PSNR(dB) PSNR(dB) PSNR(4B) MSE MSE Green MSE Blue
Red channel Groen channcl Bluc channel Red channcl channel chanacl
1 (1925930 _|_ 29 78903udB |31 I%9573 dB 31 GUIN0X 4B AN BT BESDESE
2 0971383 3946761648 41 83996 4B 42 219414 dB 1250 1P X 1IN IR 943 xN7441
3 09%4417 48 181M8dB 4X 17833448 49047513 4B 24r) 340938 31123033 481437204
4 U YX7I0) 4733371448 Su 6314 dB $1 895172 4B $70 KooT0l 411 3420 362 487470
3 0 YXR663 47947036 dB S1 425 dB 32 7376%0 dB 33794779 3N EXO1IR 333 2083K¢
Scale MAE MAE Groen MAE - MCRE MCRE in MCRE Bluc NCD
Red channel channcl Bluc channcl Red channel Groen channcl chaneel
] 34941983 4 119678 34 39%96 XTI 0144203 00314 04x0219
2 20417234 4171183 23 (44334 ooz valsial DOIL670 0315019
3 20 736068 7 434867 17 026%20 [ 0 UK 6K 000744 0227089
4 1% 777056 ERAN] 14 813044 0 (X7 (1 (K326 0 nissTs v 193971
3 1K 21802 18 077929 14 170148 O (K273 0 Ousks? HonsIAN 0191196

Tables 2 to 5 present the performance results 10 apply the proposed filter with
only one detection block by means of use the SD-ROM, TSM. ACWM, MM-KNN

algorithms, respectively.
The performance results for the use of a second detection block are shown in Ta-
bles 6 and 7 by means of use the MSM and FIRMH Filters. respectively. In these

cases we use a 7x7 filtering window size.
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One can see from the simulation results that the detection blocks (implementation
of different filtering algorithms) provide good results in terms of noise suppression

and detail preservation.

Finally. we can say that the proposed filters provide better properties in terms of
CCI, PSNR, MSE. MAE, MCRE, and NCD in comparison with the performance of
the thresholding Wavelet methods [3. 4] and Wavelet domain iterative center

weighted median filter [6]. It can see in refs. [5. 14] where we demonstrate the better
performance of the method of redundancy of approaches, and when we use it into the

Wavelet domain iterative center weighted median filter in comparison with the filters

described in [3. 4, 6]
Table 2. Performance results for the proposed filter using the SD-ROM Filter algorithm.
Scale [d4q] PSNR(dB) PSNR(dB) PSNR(dB) MSE MSE Bluc
Red channel Green channcl Bluc channc! Red channcl channcl
1 0925999 29 768%71dB A 2002 dB 31 614584 dB EEE] BRERIE
2 09713 39476371 dB 41 $499%0 dB 42231149 dB 1254098935 [IEERED 932 X11607
3 0 9%4424 48 184984 dB 4% OXU24X 3B 49 06246) dB Ti0) 122%1) S0 %6211 8 481 194231
4 O9RT7L0 47354983 dB S0 63270% dB 31 Xv644 dB $70 S947 411 272644 362 346420
3 0 YXXUA3 4794774748 S14u0072 dB $213M76dB 337 94289 IR0 K93IS2) 333 195833
Scale MAE MAE Groen MAE MCRE MCRE MCRE Bluc NCD
Red channel channcl Bluc channcl Rod channel Groen channel channc!
4921184 4 116479 4 204837 008H8] 0044183 0042364 O 400
6 404142 4 148269 3 X984 001930 0 01$6R0 0014683 0312883
0 732692 7 R40281 7022308 W00 GONR164 0 ON7300 0227608
4 1R 778680 S 7303KS 14 RI34 0 0RTTR 10086328 008873 1 19X94%
1% 215976 SOTN284 14 169941 O N27) WOUSKSR Qo124 0191197
Table 3. Performance results for the proposed filter using the TSM Filter algorithm.
Scak cCl PSNR(4B) PSNR(dB) PSNR(dB) MSE MSE Green MSE Bluc
Red chaancl Green channcl Bluc channcl Red channcl channel 1
092894 29 767943 dB 31 200629 dB 316134%7dB V0T TR0 3503
0971377 39478708 dB 4] 449439 dB 42 23031%dB 1235082470 1020 025709 932 $x60¢0
VYR 43 IX4R14dB 4% 079%70 4B 49 062087 dB 700 13473 $30 XX21%9 481217027
4 U9R7710 47 3849%1 dB 30632792 4B 31 X96626 4B $70 794260 311 269187 362442012
S O 9NKG663 4794771048 St4u0117d8 327379748 537934x%2 IR0 X91K20 333195163
Scale MAE MAE Green MAE MCRE MCRE in MCRE Bluc NCD
Red channel channcl Bluc channel Rod channel Groen channel channel
] 34922122 34 106923 4 287249 (IR 044184 1042369 G
2 26 4us 104 24 158938 3 Sp08 1R 0019302 11 6] S0R7 Q014684 0 312%64
3 20 732989 17 850833 7022830 [ O O0R164 0 0070 0227611
4 18 775621 1§ 730340 4 X134 ORI 06128 [IXTAAYL]) 0 19%9s%
S 18 213947 18 07%240 4 16920 0 X273 0 OSKSR 0108124 0191197
Table 4. Performance results for the proposed filter using the ACWM Filter algorithm.
Scale CcCl PSNR(dB) PSNR(dB) PSNR(dB) MSE MSE Green MSE Bluc
Red channel Green channel Bluc channel Rod channcl channcl
1 092597 29 76X8%8 dB 31 m744dB 3161422%dB EENEED) AXTH Qe
2 0971378 39 47602% dB 41 84964 d| 42 230x8| dB 1235 (3] a0 10N (02K35 982 X35192
3 09%3424 48 18807448 4% KO 19K d 49 062301 dB 79 116376 $30 X64734 81 203861
4 OYXT7I0 47 3849174dB $0 632708 d S1X96521 dB $70 X033 411 22604 362 445814
s 0 YRKOH3 47947747 4B $1 400072 dH 52 7379764B $37 942899 IR0 K93S 333 198433
Scale MAE MAE Green MAE MCRE MCRE in MCRE Blue NCD
Red channel channcl Bluc channel Red channcl Groen channcl channcl
4921967 34 W27 34 2%4749 Dusimey Wddisd 0042368 047™M8 |
6414812 24 155920 23 SXNS 0019301 0018686 014685 10312887
0 732449 17 R40266 17 0223K2 Wolisos O D0K) 04 I 00T400 1227619
4 1% 778694 18 730388 14 X1406% W OURTIN 0 (16328 0 0useTd 0 19xuSK
3 1% 218976 13 uTN2%4 14 1693) 0 O00N273 U LISKSK 0Ons124 0191197
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Table 8. Performance results for the proposed filter using the MM-KNN Filter algonthm.

Scale CcCl PSNR(dB) PSNR(dB) PSNR(dB) MSE MSE Green MSE Blue
Red channcl Green channe) Bluc channcl Red channcel channc| channel
0925931 29 739822 dB 31 19wr3 dB 31 6u3dul 4B 3316 i1 2%73 13917 27357 m3teatd
0971384 39 467824 4B 4] 4024948 42 203%4 dB 1286071982 (NIRRT 983 R33107
1YRIINT 45 IRIX01 dB 4% 175928 dB 49087611 dB Ti#) 34882 $31 91404 481 432500
4 VIXTTH 47 353%17dB 0631474 dB S1%083474dB $70 860769 411323373 362 4X%148
s [IRLLIC] 47947501 4B S1 400860 dB $2 73x%011 dB 337946139 380 X74941 333 194364
Saake MAE MAE Green MAE MCRE MCREn MCRE Blue NCD
Red channcl channel Bluc channel Red channcl Green channel channe|
pARAIIIT) 34 11K494 34 3009 0 OSFRAA) 0 0342ul 0042412 0 480207
2641701 24 170621 23 60382) w97 uoisrl 001409 [[RIRITR)
2073391 17884127 17 026TX) L) 0 0R167 0007404 1227683
4 18 77692 15 731746 14 818074 O 0RTTY 0 1KK6326 8878 019867
18 216050 15077544 13 169926 U X273 0 00SRs7 W8] 2d 0191198

Table 6. Performance results for the proposed filter using the MSM Filter estimation algonthm.

Scale ccl PSNR(dB) PSNR(dB) PSNR(dB) MSE MSE Green MSE Blue
Red channel Groen channcl Bluc channel Red channel channcl channcl
] 1925943 29 744344 4B 3119455248 31 60A770 4B 3316 %162 2781 583%
2 V97130 3947333748 4] $82242048B 4223387248 1288 37417 [[HEREAT 952575976
) 0984427 45 X180 dB 4K %8748 4B 066113 dB TIP) 369%K2 $30 870388 4X1 023343
4 0IR7714 4738120%d8 S0 639627 dB S19n2uxs dB $71 w134 310 9%K181 362234200
b} 0 9RKGOR 47 94482048 31 d0X736dB 32 74410% dB $3% 100340 IR0 S63 ) 332 489290
Scale MAE MAE Green MAE MCRE MCRE in MCRE Blue NCD
Red channcl channel Bluc channel Red channel Green channel channel
4948281 34113713 34302722 0 nslans [IXEXTET] 0 0423%9 0 4801%9
6 410728 24 15269 23 $x9763 0019306 U 013682 Q14049 %62
0 737781 17845976 17019172 [N 0 X9 0 LOT3YR 1227878
4 1R 7R06R0 18 728163 14 Xird$ 0 IRTX L 006320 0 00ss7L 019313
] 18219778 15071519 14 168562 [IXCILSA) [T ouus |2l 0191141

Table 7. Performance results for the proposed filter using the FIRMH Filter estimation algonthm.

Scale ca PSNR(dB) PSNR(dB) PSNR(dB) MSE MSE Green MSE Blue
Red channc] Green channel Bluc channel Red channel channcl channel
0925943 29 758344 dB 31 194882 dB 31 X770 dB 316 890062 INTINNST) T30 s
09713%0 39 47338748 41 $82320dB 42213472 48 1288417 R RAT) 982 87970
0 YR3427 44 13180048 4R UX4748 4B 49006113 dB UM J69XKY $30 870348 4%1 121343
4 VYNI714 47 351208 dB 3063902748 S| 420R< dB $7) w734 410988141 362234201
U YRR 66X 47 944x20dB $1 4ux736d8B 32 74416% 4B $3X fiki3du kLIRS 332 A 290
Scale MAE MAE Green MAE MCRE MCRE in MCRE Blue NCD
Red channel channcl Bluc channc! Rod channel Groen chanacl channcl
4 948281 4113713 4 2722 wostuos Uit V042189 0 IK01%9
6410728 4 15X269 3 SR9763 (019306 0014682 0014049 0312862
1737781 7848976 7019172 [ 0 (R 89 0 O0739% 0227878
X TR06R0 3725163 4 KPS VUOXTRI 1) 16320 Ounss?l 0195914
] 18219778 S 07189 14 168362 0 (KIX278 [UNETALE2] sl w914l

4 Conclusions

We present different implementations of order statistics filters in wavelet domain.
The proposed filters constitute a good tool to the impulsive noise filtering in color
image applications. It is obviously that the use of different order statistics filters into
the proposed block detection in the wavelet domain can increase the processing time.

Acknowledgment. To National Polytechnic Institute of Mexico for all the given
facilities to carry out this paper.
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